Tunneling through light-induced molecular potentials in $\text{Ar}_2^+$
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A photodissociation study is reported on the simply structured molecular ion $\text{Ar}_2^+$ that is, to good approximation a two-electronic state system (one bound, the other dissociative) under the conditions of this experiment. Nonlinear behavior is manifest in characteristically changed dissociation dynamics as a function of laser intensity in strong laser fields ($\approx 5 \times 10^{15}$ W/cm$^2$). Light-induced molecular potentials (molecular dressed states) provide a convenient description under such conditions and predict surprising effects regarding molecular dynamics in a light field. Much care has been taken to assure a meaningful quantitative comparison of experimental results with numerical simulations. This leads to the identification of dissociation by tunneling through a light-induced molecular potential well. $\text{Ar}_2^+$ is generated in a dc-discharge, accelerated, and formed into a mass selected molecular beam (7.5 keV). For some experiments, molecules are prepared in low vibrational states only, before they interact with a high intensity laser beam at a wavelength of 532 nm. The momentum distribution of photofragments is measured using an imaging technique for neutral fragments.
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I. INTRODUCTION

Studying the response of matter to intense light fields has brought about a wealth of new phenomena in atoms and molecules [1,2]. The nonlinear response of molecules to strong fields leads to various new effects that might be exploited to control intramolecular and intermolecular dynamics. Inherent possibilities of light-induced molecular potentials created by an intense laser field for the manipulation of chemical reactions have been recognized in the 1970’s [3] when the dressed state formalism, originally developed for atoms [4], was applied to describe the molecule-light interaction. Making use of this intuitive physical model, photodissociation of $\text{Ar}_2^+$ was theoretically investigated and, for instance, stabilization against photodissociation in intense fields predicted [5,6]. Exploiting features of light-induced potentials, isotope separation by photodissociation of $\text{H}_2^+$ and $D_2^+$ [7], and coherent control of the photodissociation of $\text{H}_2^+$ using two strong laser fields has been proposed (for instance, Ref. [8]) and experimentally observed [9]. A further example for the use of intense light fields to control molecular dynamics is the altered reaction dynamics of proton exchange between H and $\text{H}_2$. This has been suggested to be feasible, for instance, in Ref. [10]. A scheme for adiabatic transfer of wave packets between molecular electronic states by propagating them on light-induced potentials is presented in a recent theoretical study [11].

In order to gain fundamental understanding of individual phenomena in intense fields as, for example, nonlinear photoionization or photodissociation, it is advantageous to reduce the number of degrees of freedom by first studying diatomic molecules. Even in diatomics a rich electronic structure might be an impediment when trying to observe different nonlinear effects separately. In order to first better understand and then to use that knowledge to eventually control nonlinear behavior in, for example, photodissociation, choosing the simplest of all molecules, $\text{H}_2^+$, is a reasonable choice: it possesses a bound electronic ground state, $2\Sigma_g^+$ while the first excited state, $2\Sigma_u^+$ is repulsive. Other excited states are energetically far away from these two lowest states.

Numerous theoretical and experimental studies have helped to elucidate the complicated dynamics of molecules in intense laser fields and, in particular, of their simplest representatives $\text{H}_2^+$ and $\text{H}_2$. Theoretical investigations of this prototype molecule have predicted, in addition to the work cited above, for instance, efficient generation of harmonics [12], and stabilization against dissociation in intense laser fields (for instance, Refs. [13,14]). The experimental verification of the latter effect using $\text{H}_2$ [15], $\text{Cl}_2$ [16], and $\text{I}_2$ [17] molecules remains controversial. Enhanced ionization at a certain range of internuclear separation is predicted, for instance, in Refs. [18] and experimental evidence has been obtained from investigations of $\text{I}_2$ [19,17], and recently of $\text{H}_2$ in intense fields [20]. Further recent theoretical work on molecules in intense fields, and in particular on $\text{H}_2$ and $\text{H}_2^+$ includes Refs. [21]. More experiments on $\text{H}_2$ are reported, for instance, in Refs. [22,23], whereas experimental work on molecules other than $\text{H}_2$ can be found, for instance, in Ref. [24].

On the experimental side, almost all investigations have concentrated on neutral molecules. Several experimental studies of intense field dissociation and ionization have used neutral $\text{H}_2$ as a starting point that is ionized and dissociated by one laser pulse. This makes the interpretation of photoelectron and photofragment spectra in terms of a specific ionization and/or dissociation channel of the molecular ion not always unambiguous. Recently, molecular beam experiments have been carried out that use directly the molecular ions $\text{Ar}_2^+$ and $\text{H}_2^+$ as a starting point for studies of their behavior in intense fields [25–28].

Nonlinear effects that occur when coupling any two elec-
tronic states by intense laser light (both of them may also be bound states) are expected to become appreciable when the laser-induced electronic Rabi-frequency \( \omega_{\text{Rabi}} = \vec{D} \cdot \vec{E} / \hbar \) is comparable to or larger than the vibrational frequency \( \omega_v \) of the nuclei (\( \vec{E} \) is the applied electric field, and \( \vec{D} \) the electronic transition dipole moment) [29]. Thus, to induce appreciable nonlinear behavior, it is advantageous to choose a molecule with small \( \omega_v \) and large induced dipole moment \( D \) between electronic states. The notion “intense field,” therefore, is to be seen in relation to the molecular states the field \( \vec{E} \propto \sqrt{I} \) is applied to (\( I \) is the intensity of the laser field). With the Rabi frequency being proportional to the square root of the laser intensity, it is clear that the smaller the vibrational frequency, the lower is the required laser intensity to induce nonlinear behavior.

A well suited object for studying two molecular states coupled by an intense field is \( \text{Ar}_2^+ \) [5,30,31] that possesses, similar to \( \text{H}_2^+ \), a bound and a repulsive electronic state. The lowest bound state, \( A \Sigma_g^+ \) of \( \text{Ar}_2^+ \) is characterized by a vibrational frequency about an order of magnitude smaller than that of \( \text{H}_2^+ \), and is coupled via a strong transition dipole moment (roughly equal to \( r/2 \) a.u. as in \( \text{H}_2^+ \), where \( r \) denotes the internuclear separation) to the repulsive \( D \Sigma_g^+ \) state. The light-induced Rabi frequency \( \omega_{\text{Rabi}} \) is approximately equal to \( \omega_v \) already at the relatively moderate intensity of \( 10^{10} \text{ W/cm}^2 \). Therefore, one may work in an intensity regime where the rate of ionization is still negligible when using short laser pulses, which greatly facilitates the interpretation of experimental results. The experiments presented here investigate how, by inducing a transition moment between a bound and a repulsive state in \( \text{Ar}_2^+ \), photodissociation dynamics is modified in a characteristic way in intense fields.

When using light-induced molecular potentials (molecular dressed states [29]) as a tool to interpret molecular dynamics in laser fields, modifications of the dynamics due to nonlinear processes are conveniently visualized. Qualitative behavior of molecules in intense fields can be predicted without having to resort to sophisticated calculations. Quantitative predictions are feasible even for realistic experimental situations where, for example, averaging over a large range of intensities, pulse lengths, and population distributions over molecular states is necessary. Other methods would often require prohibitive computing power under these conditions.

In this publication we show how a quantitative interpretation of results of photofragment spectroscopy on the simply structured molecular ion \( \text{Ar}_2^+ \) prepared in a mass selected molecular beam leads to the clear identification of a particular effect of light-induced molecular potentials: tunnelling through a light-induced potential barrier. The experimental observation of this nonlinear effect has been described first in Ref. [26] and here we present a detailed account thereof including new evidence that corroborates the conclusions drawn from experimental data. We shall emphasize that in many cases a quantitative comparison between theory and experiment in photofragment spectroscopy is necessary to identify effects of light-induced potentials (LIPs).

## II. PHOTODISSOCIATION OF \( \text{Ar}_2^+ \): THEORY

Dissociation of \( \text{Ar}_2^+ \) after net absorption of one photon will be considered in what follows. First the relevant bound-free transition in \( \text{Ar}_2^+ \) is described using the usual treatment at low laser intensity: Fermi’s golden rule (FGR). Then, nonlinear effects appearing at higher intensity as deviations from predictions of FGR will be investigated using the concept of light induced potentials. This leads not only to an intuitive qualitative understanding, but also yields a good quantitative description of nonlinear photodissociation of \( \text{Ar}_2^+ \) in intense laser fields.

### A. Fermi’s golden rule

The four lowest electronic states of \( \text{Ar}_2^+ \) correlating with the atomic ground states of Ar and \( \text{Ar}^+ \) are labeled \( A \Sigma_u^+ \), \( B \Pi_u \), \( C \Pi_u \), and \( D \Sigma_g^+ \) in ascending energetic order [32]. When irradiating molecules in the electronic ground state \( A \Sigma_g^+ \) with laser light in the wavelength range from 480 to 555 nm (as is used in these investigations), transitions to other states than \( D \Sigma_g^+ \) can be neglected, since the electron transition moment, \( \mu(r) \) in this wavelength range for transitions from \( A \Sigma_u^+ \) to \( \Pi \) states is at least two orders of magnitude smaller [33] than for the \( A \Sigma_u^+ - D \Sigma_g^+ \) transition. Thus, contributions of \( \Pi \) states to the photodissociation cross-section are negligible. This has been confirmed in our experiments (Sec. IV A and Ref. [34]). Potential curves of the relevant states \( A \Sigma_u^+ \) and \( D \Sigma_g^+ \) states have been optimized using results of \( ab \) initio calculations [33] together with available experimental data [35] and our own measurements. This will be detailed elsewhere [34].

Starting from Fermi’s golden rule, the photodissociation cross section \( \sigma_{\omega_{\text{L}}, \nu, K} \) (employing light of frequency \( \omega_{\text{L}} \)) for the \( A \Sigma_u^+ - D \Sigma_g^+ \) transition is given by [36]

\[
\sigma_{\omega_{\text{L}}, \nu, K} = 4.42 \times 10^{-17} \frac{2U_D + |U_{\nu, K}| + \Delta U}{\sqrt{2U_D}} |M_{\omega_{\text{L}}, \nu, K}|^2 \text{ cm}^2.
\]

The kinetic energy of both photofragments is denoted by \( 2U_D \), and \( U_{\nu, K} \) stands for the binding energy of the level characterized by vibrational quantum number \( \nu \) and rotational quantum number \( K \). The fine structure splitting in the ground state of \( \text{Ar}^+ \) is denoted by \( \Delta U \), and \( M \) is the dipole matrix element between bound and continuum states given by

\[
M_{\omega_{\text{L}}, \nu, K} = \int_0^\infty \chi_{\nu, K}(r) |\chi_{U_D, K}(r)|^2 \mu_{\Sigma}(r) dr.
\]

\( \chi_{\nu, K}(r) \) and \( \chi_{U_D, K}(r) \) represent the bound and continuum nuclear wave functions, respectively. The electronic dipole moment is denoted by \( \mu_{\Sigma}(r) \) which depends on the internuclear distance \( r \). The nuclear wavefunctions have been evaluated by numerical integration of the Schrödinger equation using the Numerov method (accurate to fifth order in step size \( \delta r = 0.003a_0 \), with \( a_0 \) being the Bohr radius). In all cal-
cations presented here we have always included the \( r \) dependence of the dipole moment in the overlap integral \( M_{\text{ul},r,K} \).

For fixed laser wavelength the size of the photodissociation cross-section is determined by the Franck-Condon-like factor \( M_{\text{ul},r,K} \). Figure 1 shows the calculated \( r \)-dependent cross section (\( K=1 \)) at a laser wavelength of 532 nm. The exponential tail of wave functions of low vibrational states of the \( A \Sigma_u^+ \) state reaches far into the classically forbidden region at large \( r \). For the discussion of experimental findings to follow in the next sections, it is important to note that this produces small but nonzero \( M \) factors even for small \( r \). With increasing \( r \) the overlap between bound and continuum wavefunctions reaches a maximum for \( r=6 \) at 532 nm.

For simulating the experiment, the dissociation rate, \( R \) is needed that is related to the cross section \( \sigma \) by

\[
R_{\text{ul},r,K} = \sigma_{\text{ul},r,K} \frac{1}{\hbar \omega_L},
\]

where \( \hbar \) is Planck’s constant divided by 2\( \pi \).

B. Light-induced molecular potentials

The Hamiltonian of a molecule can be written as

\[
H_{\text{mol}} = T_N(r) + H_e(\{\vec{r}_e\}, r),
\]

where \( T_N \) describes the kinetic energy of the nuclei, \( H_e \) contains electrostatic terms and the kinetic energy of the electrons, and \( \{\vec{r}_e\} \) stands for the coordinates of the electrons. Separating the motion of electrons and nuclei (Born-Oppenheimer approximation), the electronic eigenvalues and eigenstates of the molecule are calculated from

\[
H_e[\varphi_i(\{\vec{r}_e\}, r)] = W_i(r) |\varphi_i(\{\vec{r}_e\}, r)\rangle,
\]

where \( r \) appears as a parameter. Here we restrict ourselves to a two-state diatomic molecule with potential curves \( W_i(r) \), \( i=1,2 \).

In a dressed state description of light-molecule interaction the Hamiltonian of the quantized light field

\[
H_L[n] = \hbar \omega_L a^\dagger a |n\rangle = \hbar \omega_L \left| n + \frac{1}{2} \right| |n\rangle
\]

\((n)\ is the photon number in a mode of the monochromatic light field with frequency \( \omega_L \), \( a^\dagger \) and \( a \) are the creation and annihilation operators of the quantized light field) becomes part of the total Hamiltonian

\[
H_{\text{tot}} = T_N(r) + H_e(\{\vec{r}_e\}, r) + H_L + V,
\]

where \( V \) is the interaction term between light and molecule. Again, we look for solutions of

\[
H |\Phi_i^{F,r}(r)\rangle = E_i(r) |\Phi_i^{F,r}(r)\rangle, \quad i=1,2.
\]

with \( |\Phi_i^{F,r}(r)\rangle \) being field-electronic states and \( H = H_{\text{tot}} - T_N \).

The interaction term becomes in rotating wave approximation (RWA)

\[
V_{\text{RWA}} = g(r) (a \sigma_+ + a^\dagger \sigma_-).
\]

Here \( \sigma_+ = \sigma_z \oplus \sigma_x \) (\( \sigma_{x,y} \) are the Pauli matrices), and \( g(r) \) is the coupling constant.

A molecular transition induced by \( V_{\text{RWA}} \) from \( W_1 \) to \( W_2 \) (or vice versa) can only occur in connection with the annihilation (creation) of a photon. Consequently, \( H \) can be written as a sum of noncoupled Hamiltonians acting on 2 \times 2 sub-Hilbert-spaces

\[
H_n = \begin{pmatrix} W_1(r) + (n + 1) \hbar \omega_L & g(r) \\ g(r) & W_2(r) + n \hbar \omega_L \end{pmatrix}
\]

where \( g = \frac{1}{2} \langle \varphi_1 | \vec{D} \cdot \vec{e} | \varphi_2 \rangle \).
Light-induced potentials (LIP) do not only provide a pictorial view of intramolecular nuclear dynamics, but can be used to predict, for example, dissociation rates of $\text{Ar}_2^+$ in intense laser fields by using Landau-Zener type formulas [37,26]. Quantitative results from LIP are expected to be correct in cw fields, and in pulsed field situations where vibrational levels can follow adiabatically the change in shape of LIP due to variation of the laser intensity, i.e., the relative change in intensity $|\frac{dI}{dt}|/I$ is much smaller than the inverse of the molecular vibrational period $\tau$. Under this condition LIP are well defined. For shorter laser pulses, they still provide a useful qualitative tool aiding in the interpretation of experimental findings.

The qualitative behavior of the dissociation rate as a function of the vibrational quantum number can be seen by inspection of Fig. 2: vibrational states in the vicinity of the avoided crossing are no longer bound and will dissociate easily, that is, these states will have the largest photodissociation cross sections. This is in accordance with numerical results from FGR (Fig. 1): vibrational states in the region of the avoided potential crossing have a large overlap with continuum states of $D^2\Sigma_g^+$. Low vibrational states below the barrier of the lower light-induced potential can only dissociate via tunneling. Obviously, this will be easier the smaller the barrier is, that is, with increasing $\nu$, the dissociation cross section for a given intensity will grow, or equivalently, for fixed $\nu$, the dissociation cross section increases with increasing intensity.

C. Comparison of the predictions of LIP and FGR

In Fig. 2 of Ref. [26] the dissociation rates for some vibrational states ($K=1$) calculated from LIP and FGR, respectively are compared. The rates from LIP are calculated for $\theta=0$, $\phi\in[0,2\pi)$ with $\theta$ and $\phi$ being the polar and azimuthal angle, respectively between the axis of laser polarization and the internuclear axis. (The electronic transition moment $\mu_2$ for the $A^2\Sigma_u^+-D^2\Sigma_g^+$ transition is parallel to the internuclear axis.) The cross sections shown, however, are averaged over solid angle, and, in order to compare the two rates, the rate derived from FGR, therefore, has to be multiplied by a factor 3. For low laser intensity LIP and FGR give the same result for all vibrational states. At high intensity, however, tunneling through the light-induced barrier of $E_1$ leads to a dramatic increase in the dissociation rate for low vibrational states ($\nu\leqslant3$). When the dissociation probability, $P$ calculated from LIP approaches 1, the rate, $P/\tau$, saturates at $1/\tau$. Levels with $\nu\geqslant5$ are characterized by a large dissociation rate in both pictures, FGR and LIP, and high laser intensity does not lead to a difference in the predicted dissociation yield from these levels [25]. Thus, in order to observe the effect of tunneling experimentally, it is advantageous to have low vibrational states appreciably populated. We do not consider here possible stabilization of levels above the avoided crossing of $E_1$ and $E_2$, since this effect is operative only in shorter laser pulses than employed in this study.

For high laser intensity, the tunneling rate grows strongly with increasing laser intensity and the dissociation rate of
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In order to diagnose this effect of LIP experimentally, it is necessary to monitor quantitatively the dissociation rate (or a quantity proportional to it) as a function of intensity, since the appearance of low kinetic energy fragments is predicted by FGR, too: At high intensity ($10^{12}$ W/cm$^2$), the dissociation rates for low vibrational states as compared to the diabatic ones create a broadening of the angular distribution of photofragments. This effect becomes more dramatic when essentially only low vibrational states are populated (not shown in Fig. 3).

In addition to the appearance of fragments with low kinetic energy, FGR also predicts the broadening of the angular distribution of photofragments with increasing laser intensity andlor interaction time. For the parallel transition $A \Sigma_u^+ \rightarrow D \Sigma_g^+$ in $Ar_2^+$, or $2\Sigma_g^+ \rightarrow 2\Sigma_u^+$ in $H_2^+$, a distribution proportional to $\cos^2(\theta)$ is expected at low laser intensity. For increasing laser intensity, the dissociation from molecules whose dipole moments make a small angle $\theta$ with the axis of laser polarization saturates and the appearance of relatively more fragments at larger angles is expected. This has been confirmed experimentally for $Ar_2^+$ at different (low) laser intensities (Sec. IV A [34]). The strongly nonlinear behavior of the dissociation rates for low vibrational states at high intensity (Fig. 2 [26]) favors the dissociation of molecules with their dipole moment aligned along the axis of laser polarization. This leads to the opposite effect, that is, a narrowing of the angular distribution at high intensity. Alignment of molecules prior to dissociation, in addition, may lead to a narrower distribution of photofragments. This alignment may be rationalized in terms of LIP: The angle-dependent deformation of the lower adiabatic potential $E_1$ [compare Eq. (11)], and consequently the lowering of the adiabatic vibrational states as compared to the diabatic ones creates a $\theta$-dependent potential and the molecules tend to minimize their energy in the laser field by alignment with the laser polarization.

III. EXPERIMENTAL SETUP

$Ar_2^+$ molecules are generated in a dc-discharge, accelerated to a kinetic energy $U_0 = 7.5$ keV, mass selected, and formed into a well collimated beam. A strongly focussed pulsed dye laser beam crosses the molecular beam at right angle and generates charged ($Ar^+$ ions) and neutral ($Ar$ atoms) photofragments to be counted by a secondary electron multiplier and a multichannel detector, respectively. The latter provides a two-dimensional projection of the three-dimensional momentum distribution of the neutral fragments. For some experiments an additional pulsed Nd:YAG laser is used to depopulate certain rovibrational states before the interaction with the high intensity dye laser takes place. Each of these major elements of the setup is described in more detail in what follows.
A. Ion beam apparatus

An ion source of the duoplasmatron type \cite{38} was used to generate \( \text{Ar}_2^+ \) molecules in the ground state \( A^2 \Sigma_u^+ \) via three body collisions

\[
\text{Ar}^+ + \text{Ar}^+ + \text{Ar} \rightarrow \text{Ar}_2^+ + \text{Ar}.
\]

Since the vibrational and rotational energy level spacing of \( \text{Ar}_2^+ \) is much smaller than the average translational energy of ions in the discharge, energy exchange between translational and internal degrees of freedom is very efficient, and a thermal distribution of the populations of rovibrational states is expected \cite{39,40}. This was confirmed by measurements of the photodissociation cross section over a wide range of wavelengths which depends sensitively on the rovibrational populations \cite{34}. Molecules in excited electronic states that are possibly created in the discharge do not reach the interaction zone with the high intensity dye laser \cite{40}.

The ion source is held on a positive potential of 7.5 kV relative to the rest of the apparatus to extract ions from the source and accelerate them (Fig. 4). An Einzel lens and electrostatic deflection plates are used to steer the beam through the entrance slit of a sector magnet that is set (by choosing the appropriate current through the magnet coils) to transmit only \( \text{Ar}_2^+ \) molecules. Two more sets of electrostatic lenses and deflection plates serve to align the molecular beam along the axis given by apertures \( A5 \) and \( A6 \) and the removable Faraday cup 2 positioned immediately before the multichannel plate (MCP) detector at the end of the beam line (lens \( L3 \) was not used for the experiments reported here). Aperture \( A4 \) has a diameter of 1.5 mm and is separated from \( A5 \) by \( \approx 40 \) cm. Apertures \( A5 \) and \( A6 \) (diameter \( \approx 0.5 \) mm for the experiments reported here, in previous experiments \cite{25} it was \( \approx 1 \) mm) are spaced apart 12 cm. The molecular beam path between Faraday cup 1 and MCP detector is shielded against electric and magnetic stray fields using cylinders of copper and of high-permeability metal, respectively. A focussed dye laser beam crosses the molecular beam 1.5 cm behind \( A6 \) (interaction zone) where charged \( \text{Ar}^+ \) and neutral \( \text{Ar} \) photofragments are generated. \( \text{Ar}^+ \) ions are deflected into the secondary electron multiplier (channeltron) while \( \text{Ar} \) atoms continue to travel towards the MCP detector separated from the interaction zone by 0.87 m.

Two orthogonal stainless steel wires of 28 \( \mu \)m diameter can be moved across the molecular beam and serve to measure its transverse density profile \( f(y,z) \) in the interaction zone. The density distribution is radially symmetric when the beam is properly adjusted and one finds

\[
f(\rho) = \frac{\sqrt{\rho^2 + \varepsilon^2} - \alpha \rho^2 + \beta}{\varepsilon - \rho_0}.
\]

The parameters \( \alpha \) and \( \beta \) are fixed by \( \alpha = 2n/\pi \rho_0^4 \) and \( \beta = 2n/\pi \rho_0^2 \), where \( \rho_0 \) is the beam radius, \( n = J/e \) the number of molecules passing through the beam cross section per second, \( J \) the measured beam current, and \( e \) the elementary charge. For the high intensity data reported below \( J \) is measured to be 3.0 nA.

In order to reduce spatial averaging over the intensity distribution in the focal region of the laser beam, the radius of the molecular beam, \( \rho_0 \) of Eq. (15) beam has been reduced to 0.3 mm (compared to 0.7 mm in previous experiments \cite{25}) by replacing the apertures \( A4 \) and \( A5 \) shown in Fig. 4. Then the molecular beam current at the laser interaction zone was again maximized by properly adjusting the voltages on all deflection plates and ion lenses. Also the ion source parameters (in particular the pressure) were modified as to maximize again the beam current at the interaction zone.

B. Detection of photofragments

Ionic photofragments are deflected towards a secondary electron multiplier where every fragment creates a current pulse that is amplified and fed into a counter. In addition to measuring the number of photofragments as a function of intensity and wavelength of the laser light, important information can be obtained from the analysis of the energy and angular distributions of the fragments. The method used here makes it possible that each photofragment contributes to the measurement of these distributions without the necessity of scanning an energy analyzer or of varying the relative angle between laser polarization and detection direction. The fact that neutral fragments are detected makes the method insensitive to stray or patch fields.

Neutral photofragments impinge on two stacked multichannel plates of 40 mm diameter (Chevron type) at the exit of which a localized electron avalanche is created. The electrons are accelerated towards a phosphor screen where a light spot appears for each fragment. The phosphor screen in turn is coupled via fiber optic taper to a cooled CCD chip providing an image of the two-dimensional detected distribution of photofragments.

The interaction zone between the tightly focused laser beam and the molecular beam is in this experiment to good approximation a point source for photofragments. In the center of mass frame of the initial \( \text{Ar}_2^+ \) molecules, fragments having gained velocity \( v \) during the photodissociation process are found on the surface of a sphere at any given time \( t \) after dissociation. While the center of mass moves in the
The origin of the laboratory frame is taken in the center of the laser beam focus. The molecular beam travels in the $x$ direction and the laser beam propagates in the $y$ direction having its polarization along the $z$ axis. Photofragments appear in the lab frame under the polar angles $\theta$ and $\phi$. The distance a fragment has travelled in the molecular frame between the time of dissociation and time of arrival at the detector is indicated by the length of $\mathbf{r}$. The primed coordinate system has its origin in the center of the MCP detector.

The projection of the momentum distribution may be slightly distorted, since the time $t_0$ needed to travel from the interaction zone to the detector depends on the angles $\theta$ and $\phi$ under which the fragments appear in the center of mass frame $t_0 = s/(v_0 + v \sin \theta \cos \phi)$ where $s$ is the distance between interaction zone and detector. However, here we have $v_0 = 1.34 \times 10^5$ m/s $\gg v \approx 1.5 \times 10^3$ m/s and setting $t_0 = s/v_0$ has only a marginal effect on the reconstructed momentum distribution.

The 2D projection and 3D original distribution are related by $G_s(y',z')dS_{y',z} = F_s(\theta)dS_{\theta,\phi}$ where $dS_{ij}$ is the respective surface element. Using the above approximation a 3D distribution from a parallel molecular transition followed by immediate dissociation [$F(\theta) \approx \cos^2 \theta$] yields the 2D projection

$$G_s(y',z') = \frac{3}{4\pi} \frac{1}{y_{\text{max}}^3} \frac{z'^2}{\sqrt{r_{\text{max}}^2 - z'^2 - y'^2}},$$

where $r_{\text{max}} = sv/v_0$. In a real experiment we will not have an ideal point source for photofragments, instead this image will be convoluted with the initial distribution of fragments in the interaction zone between laser and molecular beam. The maximum energy, $U_D^{\text{max}}$ a photofragment may have, in order to be registered by the MCP system is given by

$$U_D^{\text{max}} = \frac{1}{2} \left( \frac{z'^{\text{max}}}{s} \right)^2 U_0,$$

where $2z'^{\text{max}} = 32$ mm is the extension of the MCPs imaged onto the CCD chip in the $z'$ direction, and we get $U_D^{\text{max}} = 1.3$ eV. The relative energy resolution

$$\delta U_D/U_D^{\text{max}} = [2p \delta p + (\delta p)^2/p_{\text{max}}^2]$$

of the image of the fragment distribution varies with the momentum $p$ a photofragment gained in the photodissociation process. The relative momentum resolution $\delta p/p_{\text{max}}$ in turn is determined by the spatial resolution of the MCP system which yields $\delta p/p_{\text{max}} = 0.01$. These results are valid for a perfectly collimated molecular beam. However, its divergence of about 2 mrad (full angle) limits the relative energy resolution to values between 0.001 and 0.06 which gives $\delta U_D = 1.3$ meV in the center region of the image and $\delta U_D = 80$ meV at the edges.

Brehm et al. [43] showed that the detection efficiency $\eta_{\text{MCP}}$ of the microchannel plates used in this experiment is 0.43 for Ar ions at 3.75 keV kinetic energy. Even though the mode of reading out the MCPs is different in the present study, the overall detection efficiency remains the same [40].

The overall efficiency $\eta_{\text{ch}}$ of the channeltron detection chain (including ion optics and electronic processing) can be determined by comparing the number of events counted by the channeltron and the MCPs. Compared to previous experiments [25] $\eta_{\text{ch}}$ was improved by changes in the geometry of the deflection plates.

### C. Laser

A commercial, modified dye laser (Lambda Physik LPD 3000) pumped by a XeCl laser (Lambda Physik LPX 200) delivers 30-ns pulses of up to 15 mJ energy per pulse and is operated at a repetition rate of 15 Hz. Since a complete quantitative description of the results of photodissociation experiments is desired, much effort had to be devoted to improve and determine the exact emission characteristics of this dye laser.

The linearly polarized dye laser beam is focused onto the molecular beam using a laser monochromat optimized for diffraction limited focussing (focal length $f = 20$ mm and aperture $D = 4.5$ mm). A CCD camera served to measure the transverse intensity distribution of the unfocused laser beam which is well described by Gaussian curves with slightly different beam waists in the $x$ and $z$ directions, respectively. In order to test the beam quality in the focal region, the laser focus was imaged onto the CCD camera (imaging ratio 1:97). The result of such a measurement of a single laser pulse is shown in Fig. 6. The insets in Fig. 6 depict a cut...
FIG. 6. Transverse intensity distribution of a single laser pulse in the center of the laser focus imaged onto a CCD camera (imaging ratio 1/97). The inset on the upper right shows a cut \((z = \text{const})\) through the intensity maximum and a Gauss fit of the measured data. The left inset shows in addition the calculated intensity distribution (labeled “Airy”) taking into account diffraction at the finite aperture of the focussing lens.

along the straight line \(z = \text{const}\) (same coordinates as in Fig. 5) through the maximum of laser intensity together with a Gaussian fit and the calculated intensity distribution. The fit using \(I(x,z) = I_0(z=0) \exp[-2x^2/w_x(0)^2]\) gives \(w_x(z=0) = 0.37/97 = 3.8 \text{ \mu m}\), whereas the calculated value for the waist is 3.7 \text{ \mu m}\) assuming propagation without diffraction. A more realistic calculation [42] takes into account diffraction at the aperture of the focussing lens. The dashed line in the left inset of Fig. 6 shows the result of such a calculation (at the lens \(w_x = 0.90 \text{ mm}\), wavelength \(\lambda = 513 \text{ nm}\)) to be compared with the Gaussian fit.

It can be shown (compare Ref. [42]) that diffraction at the finite aperture of the lens leads to an intensity distribution in the focal region in propagation direction (\(\hat{y}\) direction) of the laser beam described by

\[
I_0(y) = I_0(0) \left(\frac{\sin(uy)}{uy}\right)^2 \tag{19}
\]

with

\[
u = \frac{2\pi}{\lambda} \left(\frac{D}{2f}\right)^2 \frac{1}{8}, \tag{20}
\]

where \(y = 0\) lies in the center of the focus. When simulating the experiment numerically, a transverse Gaussian intensity distribution (obtained from a fit to the measured distribution) and expression (19) for the distribution in the \(y\) direction have been used: \(I(x,y,z) = I_0(y) \times \exp[-2x^2/w_x(y)^2 - 2z^2/w_z(y)^2]\). The high intensity data given in Sec. IV B were taken with a focused laser beam characterized by \(w_x(0) = 2.6 \text{ \mu m}\) and \(w_z(0) = 2.3 \text{ \mu m}\) (wavelength 532 nm).

Meaningful experimental photodissociation data requires averaging over a large number of laser pulses. The repeatability of laser beam parameters is thus of importance. Variations in laser beam parameters have been evaluated by recording the transverse intensity profile of many laser pulses and fitting each of them with a Gaussian envelope. The variation in laser pulse energy (measured using a calibrated, NIST-traceable pyroelectric detector) and beam diameter from pulse to pulse is below 3% (standard deviation). At the location of the focussing lens, the intensity distribution had its peak value within \(\pm 0.1 \text{ mm}\).

The temporal intensity profile of the dye laser pulses depends mainly on the operating parameters of the excimer pump laser (discharge voltage, repetition rate). For each experimental run the temporal intensity profile is recorded using avalanche photodiodes in connection with a fast digitizing oscilloscope (sampling rate 1 GHz). The spatial laser beam profile, too, is constantly monitored during data taking.

The transit time of molecules through the focus of the laser beam is much shorter than the dye laser pulse length. Thus, the length, \(2t_0(y) = 2w_x(y)/v\) and temporal shape, \(I_M(t)\) of the laser pulses experienced by the molecules depend to very good approximation only on their velocity \(v\) and the spatial intensity distribution in the focus of the laser beam. Using \(v = 1.34 \times 10^5 \text{ m/s}, w_x = 2.6 \text{ \mu m}\), and the intensity distribution given above, we obtain \(2t_0(y) \approx 38.8 \text{ ps}\) and \(I_M(t) = I_M(0) \exp(-2r^2/t_0)\) where \(I_M(y,z) = I_M(0) \exp(-2x^2/w_x(y)^2)\).

For some experiments an additional pulsed Nd:YAG laser (Spectra Physics) operating at 532 nm is used to deplete certain rovibrational levels of the electronic ground state \(A^2\Sigma_u^+\) before the molecules interact with the high intensity dye laser beam. The Nd:YAG beam is expanded to a diameter of \(\pi w_x^2 \approx 50 \text{ mm}\) and then focused by a cylindrical lens \((f_y = 350 \text{ mm})\) having its nonfocusing axis oriented parallel to the molecular beam. The laser beam intersects at right angle the molecular beam before apertures A3 and A4 (Fig. 4). The distance between cylindrical lens and molecular beam is adjusted such that the laser beams smaller diameter \(\pi w_x^2 \approx 1.6 \text{ mm}\), which is about the same as the diameter of the molecular beam (1.5 mm) where both intersect. For the experiments described below, laser pulses having a FWHM of 6 ns and average energy 38 mJ at the location of the molecular beam were used. Exact timing between pulses of the Nd:YAG laser and the dye laser (and the electronics used for detection of the photofragments) is achieved by using avalanche photodiodes for detection of the laser beams and precise delay and pulse generators. The time delay between Nd:YAG laser pulse and dye laser pulse is adjusted such that molecules that interacted with the Nd:YAG laser beam in its center (in the \(x\) direction) then interact with the focused dye laser.

**D. Simulation of the experiment**

The simulation of the photodissociation experiment, i.e., the calculation of the number of photofragments from a
given vibrational level under laser irradiation proceeds as follows: the energy eigenvalue of this vibrational level for a given rotational quantum number is obtained by numerically integrating the time independent Schrödinger equation for the $A^2 \Sigma_u^+$ state. Then, the dissociation rate for this level is calculated as a function of laser intensity using either LIP or FGR. The rate is plugged into a differential equation for the number of molecules present in the laser field

$$dN_{0_L,v,K}(t) = -N_{0_L,v,K}(t)R_{0_L,v,K}(I(t),\theta)dt.$$  (21)

After replacing $dI$ by $(1/v)dx$ (the molecular beam travels in the $x$ direction with velocity $v$) Eq. (21) is integrated over spatial coordinates and solid angle:

$$N_{0_L,v,K} = \frac{1}{\pi} \int_0^{\pi/2} \int_0^{2\pi} N_{0_L,v,K}(y,z) \sin \theta d\theta d\phi dx,$$

$$\times \exp \left( -\frac{1}{2} \left[ \int_0^{\pi/2} \int_0^{2\pi} R(x,y,z,\theta)dx \right] \right) \cdot \sin \theta d\theta d\phi,$$

$$\times \int_0^{\pi/2} \int_0^{2\pi} \int_{-z_0}^{z_0} N(z) \sin \theta d\theta d\phi.$$  (22)

The dissociation rate $R$ is intensity dependent and thus depends on the location of a molecule in the focal region of the laser beam. Furthermore, an integration over the temporal profile of the laser pulse has to be carried out. Integration limits have been chosen to include 99.99% of laser intensity. The number of molecules per unit area in rovibrational state with quantum numbers $v$ and $K$ that pass through the laser beam during one laser pulse with length $t_L$ is given by

$$N_{0_L,v,K}(y,z) = f(\rho = \sqrt{y^2+z^2}) \int_{-z_0}^{z_0} \left( 2K + 1 \right) e^{-\left( D_{e} - U_{e}(y,z)\right)/kT} \frac{1}{L_z} \sum_{\epsilon,K} \left( 2K + 1 \right) e^{-\left( D_{\epsilon} - U_{\epsilon}(y,z)\right)/kT} \right).$$  (23)

with dissociation energy $D_{e}$ of the $A^2 \Sigma_u^+$ state, Boltzmann constant $k$, temperature $T$, and $Z$ is the partition function.

For the laser pulses used in this experiment ($\approx 39$ ps FWHM), the energy eigenvalues of the vibrational levels follow adiabatically the change in shape of the lower LIP $E_1$, i.e., the initial diabatic vibrational level ends up as a single adiabatic level of $E_1$ once the intensity has reached its peak value (other vibrational levels are not populated during the turning on and off of the laser pulse). This is the case, as long as the relative change in intensity $|(dl/dt)/I|$ is much smaller than $1/r$, which is always true for the laser pulses employed in this experiment. Also, the shift in energy of adiabatic levels compared to diabatic levels at the peak intensity in the lower LIP $E_1$ is small. Even though the dissociation rate of a particular $v,K$ level at certain intensities may be changed by such a shift in energy, the result of the numerical simulation (after averaging over many states) is not affected visibly, and the conclusions drawn from this simulation are not altered. By inspection of Fig. 2 one notices that the deformation of $E_1$, and consequently the shift of low vibrational levels is small in the intensity range of this experiment (as is customary, experimental peak intensities are given for the data discussed in Sec. IV B. Most of the molecules experience, however, a lower intensity in the focal region).

Some experiments require the use of an additional laser to depopulate high vibrational states. This laser beam is not focused in the $x$ direction and only weakly focused in the $z$ direction at the location of the molecular beam, so that its variation in intensity in the $x$ and $y$ directions over the range of the molecular beam can be neglected. Starting with a similar differential equation as Eq. (21) and integrating over the time the laser pulse of energy $E$ is on, we get

$$\Delta N_{v,K} = \frac{1}{\pi} \int_{-\theta_0}^{\theta_0} d\theta \int_{-z_0}^{z_0} d\phi N(z)$$

$$\times \frac{e^{-2(z/z_0)^2}}{1 - 3\sigma v K u^2 \frac{2E}{\hbar c} \frac{2E}{w_z w_y} e^{-2(z/z_0)^2}}.$$  (24)

For a given rovibrational state the fraction $\Delta N_{v,K}$ ($0 \leq \Delta N_{v,K} \leq 1$) of its original population in the interval $[\theta_1,\theta_2]$ remains and interacts with the high intensity laser beam further down the molecular beam line. The $y$- and $z$-dependent distribution of molecules has been integrated over $y$ and normalized to obtain

$$N(z) = \frac{8}{3} \frac{1}{\pi z_0^2} \left( z^2 - z_0^2 \right)^{3/2} \forall z > z_0 = \rho_0.$$  

IV. EXPERIMENTAL RESULTS

A. Results at low laser intensity

For the interpretation of experimental results in intense laser fields it is necessary to know (i) which of the four lowest electronic states $[32]$ of $A^2 \Sigma_u^+$ interact with laser light at 532 nm, (ii) the potential curves of the relevant electronic states, (iii) the magnitude of the electronic transition dipole moment $\mu(r)$, and (iv) the occupation probability of vibrational levels of the electronic ground state $A^2 \Sigma_u^+$. Photodissociation studies at low laser intensity at various wavelengths yield all of the desired information. Some results of these studies are outlined in what follows, and a detailed account will be given elsewhere [34].

(i) Transitions induced by a light field at 532 nm from $A^2 \Sigma_u^+$ to one of the dissociative states $B^2 \Pi_g$ or $D^2 \Sigma_u^+$ lead to characteristic angular distributions of photofragments. For the parallel transition $A^2 \Sigma_u^+ \rightarrow D^2 \Sigma_u^+$ the distribution function is proportional to $\cos^2(\theta)$, whereas for the perpendicular transition $A^2 \Sigma_u^+ \rightarrow B^2 \Pi_g$ the dissociation probability is proportional to $\sin^2(\theta)$ ( $\theta$ is the angle between the direction of laser polarization and internuclear axis). A distribution of fragments due to a perpendicular transition would have its intensity maximum in the center (along the straight line $z' = 0$) of the 2D detector. The $\cos^2(\theta)$ distribution from a parallel transition on the other hand, has zero intensity along this line. Thus, the respective contribution of each transition to the total photofragment yield can be clearly distinguished by measuring the angular distribution of photofragments.
Fitting the angular distribution obtained after performing an Abel-transform of the original data (not shown) recorded with an unfocused laser beam at 495 nm at a peak intensity of $2 \times 10^4$ W/cm$^2$ using

$$
F_{\beta}(\vartheta) = \frac{1}{4\pi} \left( 1 + \frac{\beta}{2} (3 \cos^2 \vartheta - 1) \right)
$$

(25)

gives $\beta = 1.99 \pm 0.02$. For immediate dissociation following a parallel molecular transition $\beta = 2$ is expected. In that particular case, Eq. (25) reduces to $F_2(\vartheta) = (3/4\pi) \cos^2(\vartheta)$. For $\beta = -1$ expression (25) yields $F_{-1}(\vartheta) = (3/8\pi) \sin^2(\vartheta)$, the angular distribution of photofragments from a perpendicular transition. Increasing the laser peak intensity to $2 \times 10^5$ W/cm$^2$ results in a fitted value of $\beta = 1.48 \pm 0.03$, that is, the angular distribution becomes broader at higher intensity, since the dissociation from molecules whose transition moment make a small angle with the laser polarization starts to saturate. Here, $\beta < 2$ is not due to a contribution from a perpendicular transition, since at the center of the detector there are still no fragments present. (To be more precise, the number of fragments registered in the center is still at the noise level.)

These measurements show that for the relevant laser wavelength the transition $A^2\Sigma_u^+ \rightarrow B^2\Pi_g$ is strongly suppressed and treating $\text{Ar}_2^+$ in this study as a two-electronic state system is an excellent approximation. (ii) The energy distribution of photofragments together with results from numerous previous studies on $\text{Ar}_2^+$ [35,33] provide reliable potential curves for the $A^2\Sigma_u^+$ and $D^2\Sigma_g^+$ states. (iii) and (iv) Measuring the absolute cross section for photodissociation over a range of wavelengths (485–550 nm) gives the magnitude of the transition dipole moment $\mu_L$ between $A^2\Sigma_u^+$ and $D^2\Sigma_g^+$ in the relevant range of internuclear separation $r$ (the functional dependence of $\mu_L$ depends linearly on $r$ as is shown in several ab initio calculations [33]). In addition, the rovibrational population distribution relevant for previous high intensity experiments [25] has been determined from these cross section measurements. It has been shown that the population followed a Boltzmann distribution at a temperature corresponding to $kT = 0.10$ eV [34]. For the derivation of the population distribution only the relative variation of the cross section with wavelength is relevant, not its absolute value.

**B. High-intensity data**

Processes that could possibly interfere with an unambiguous interpretation of results of this photodissociation study are multiphoton dissociation of $\text{Ar}_2^+$ and ionization of either $\text{Ar}_2^+$ or of its photofragments. Multiphoton ionization would change the ratio between the number of detected charged and neutral photofragments, respectively with changing laser intensity (for ideal, i.e., $\eta = 1$, detectors this ratio would equal one at low intensity). By monitoring the neutral and charged fragment yield simultaneously, it was shown that ionization does not play a role in the present experiment (Fig. 4 in Ref. [25]).

![FIG. 7. Measured 2D projection of the 3D momentum distribution of neutral fragments from the photodissociation of $\text{Ar}_2^+$ at the laser wavelength 532 nm and peak intensity $5.1 \times 10^{12}$ W/cm$^2$. $p_{y'}$ and $p_{z'}$ indicate the projection of the original fragment momentum on the $y'$ and $z'$ axes, respectively, in units of $p_{y'} = (m_1, U_0)$, the momentum of the fragments perpendicular to the detector surface.](image-url)
The solid line represents a simulation of the experiment using LIP with experimentally determined parameters. The population of rovibrational states is Boltzmann distributed at a temperature corresponding to $kT = 0.068$ eV. Laser and molecular beam profiles are as described in Sec. III. The dashed line shows the result of a simulation using FGR which only slightly underestimates the experimental data.

Changes in the operating parameters of the ion source compared to previous experiments, make it necessary anew to determine the rovibrational temperature of the molecular ions. Previously [25,34], this has been achieved by measuring the variation of the cross section for photodissociation with laser wavelength at low laser intensity. Now, we simulate directly the high-intensity experiment and adjust the temperature $T$ to be in accordance with detection efficiency $\eta_{\text{MCP}}$: The number of photofragments at a given laser intensity and wavelength depends sensitively on the Boltzmann-distributed population of rovibrational states and, thus, varies strongly with temperature. Therefore, the correct temperature has been determined, when the simulated curve scaled with detection efficiency $\eta_{\text{MCP}} = 0.43$ coincides with one arbitrarily chosen reference data point at laser intensity $I_l$. Alternatively, all $m$ data points may be taken into account by determining the minimum of the variance

$$V_T = \frac{1}{m} \sum_{i=1}^{m} \left( N_{\text{exp}}(I_i) - \eta_{\text{MCP}} N_{T, \text{theory}}(I_i) \right)^2$$  \hspace{1cm} (26)$$

as a function of $T$. This was done here. The experimentally determined number of neutral fragments (circles in Fig. 8) at laser intensity $I_l$ is denoted by $N_{\text{exp}}(I_l)$, and $N_{T, \text{theory}}(I_l)$ indicates the simulated number at this intensity for temperature $T$. Extracting $T$ from the present data on the basis of the simulation with FGR leads almost to the same result. However, a detection efficiency $\eta_{\text{Ch}} = 1.25 \times 10^{-2}$ would be required for the simulation to also be consistent with the data registered by the secondary electron multiplier.

The data in Fig. 8 agree well with the predictions of LIP, whereas FGR underestimates the number of fragments produced at laser intensities above $10^{12}$ W/cm$^2$. However, there is only a small deviation in the predictions of the two theoretical concepts.

In the FGR picture, the yield of photofragments for a given vibrational state at given laser intensity is proportional (as long as it does not saturate) to the dissociation cross section times the relative population of this state. The cross section in turn is mainly determined by the overlap integral $M$ [Eq. (2)] which is largest for levels around the crossing point of the diabatic curves in Fig. 1. If LIP are considered, then, too, the main contribution to photodissociation is expected from just these levels in the vicinity of the avoided crossing (Sec. II C). Thus, for rovibrational distributions of the molecular population where mainly these levels contribute to the photodissociation signal, FGR and LIP lead to predictions that are not easily discernible experimentally [see also Fig. 3(a) of Ref. [26]]. Averaging over the intensity distribution in the laser focus, in addition, will diminish the effect of tunneling on the total signal.
Both, averaging over the thermal rovibrational distribution of the molecular population and over the spatial intensity distribution of the strongly focused laser beam tend to cover up new nonlinear effects in strong laser fields. In order to clearly identify tunnel dissociation predicted by LIP, it is advantageous to have only vibrational states below the diabatic crossing populated. The predictions for the dissociation rates of FGR and LIP differ by orders of magnitude for these levels, and even after averaging over the intensity distribution in the laser focus a clear difference in predictions remains [Fig. 3(b) in Ref. [26]].

For a further series of experiments an additional Nd:YAG laser at 532 nm is used to depopulate high vibrational states before the molecules reach the interaction zone with the tightly focused high intensity laser beam tuned also to the wavelength 532 nm (Secs. III D and III C). These investigations concentrated on intensities above $10^{11}$ W/cm$^2$. The number of ionic photofragments detected by the secondary electron multiplier as a function of laser intensity is shown in Fig. 9. Again, the solid line represents a simulation of the experiment using LIP and the dashed line shows the result of a simulation starting from FGR. Here, we find a distinctive difference in the predictions of LIP and FGR, respectively. At high intensity, the experimental data deviates more and more from the FGR curve, is, however, in good agreement with the simulation using LIP. FGR predicts low vibrational states small dissociation rates, whereas in the LIP picture molecules in low $\nu$ states may tunnel through the light-induced potential barrier the easier the higher the laser intensity becomes. At a peak intensity of, for example, $5 \times 10^{11}$ W/cm$^2$, the lower adiabatic potential well $E_1$ still supports the four lowest vibrational states which, however, exhibit a large tunneling rate and thus are (quasi)bound.

The conclusion that only light-induced potentials describe the data presented here does not hinge on the exact value of the absolute detection efficiency of the secondary electron multiplier $\eta_{\text{MCP}} = 1.16 \times 10^{-2}$. Even if it had not been determined correctly, it would not be possible to consistently describe both, the data in Figs. 8 and 9 using FGR. The best possible agreement between experimental data in Fig. 9 and the simulation using FGR would be obtained, if the simulation were scaled with a factor $1.41 \times 10^{-2}$ which is at variance with $\eta_{\text{MCP}} = 1.25 \times 10^{-2}$ determined from the data in Fig. 8 under the assumption that FGR were correct.

Even if the value for $\eta_{\text{MCP}}$ used here were grossly wrong, the main results of the data analysis would not be affected. A different value of $\eta_{\text{MCP}}$ implies a different value of the transition dipole moment, $\mu_S$ that is determined from measurements of the absolute cross section for photodissociation at various laser wavelengths and low intensity. If, for example, $\eta_{\text{MCP}}$ equaled 0.23 instead of 0.43, the value for $\mu_S$ used here to multiply by a factor $\sqrt{0.43/0.23}$ (the cross section is proportional to $\mu_S^2$) which would yield a value for $\mu_S$ close to the upper limit set by $ab$ initio calculations [33]. Consequently, the temperature, $T$ determined from the high intensity data in the way described above would be 0.090 eV. Carrying out the data analysis as before would again give only a small difference in the predictions of LIP and FGR for the data shown in Fig. 8. However, the ratio between the predictions of the two models at an intensity of $5.11 \times 10^{12}$ W/cm$^2$ would be 1.32 under the same experimental conditions as the data of Fig. 9 was taken, that is, this ratio would be even larger than for the curves shown in this figure, and the measured data could only be reasonably described using LIP, even if a different value for $\eta_{\text{MCP}}$ were used. (The same conclusion holds true, if $\eta_{\text{MCP}}$ were greater than 0.43.)

Thus, a consistent description of low-intensity data and high intensity data with two different population distributions of rovibrational states requires the use of light induced molecular potentials. At high laser intensities, tunneling through light induced potentials leaves a clear fingerprint on the experimental data in Fig. 9.

V. CONCLUDING REMARKS

A mass selected beam of $\text{Ar}_2^+$ serves to study photodissociation of this simply structured molecule in intense laser fields. Only two electronic states, as in $\text{H}_2^+$, are relevant in the wavelength range used here. Since the vibrational frequency of $\text{Ar}_2^+$ is about an order of magnitude smaller than for $\text{H}_2^+$, nonlinear effects in photodissociation—induced by the light field coupling a bound and a repulsive state—occur already at relatively moderate light intensities where, in particular ionization is not of importance. Tunneling through a light-induced potential barrier in molecules exposed to high-intensity laser fields has been observed. Light-induced molecular potentials ([LIP] molecular dressed states) do not only give intuitive insight into processes in strong laser fields, but also provide a quantitative description of this photodissociation experiment on a diatomic molecular ion.

The quantitative comparison between experimental photodissociation yield and the prediction of LIP (that takes into account only light-induced potentials) reveals a large difference in predictions at high laser intensities. The same conclusion holds true, if $\eta_{\text{MCP}}$ were greater than 0.43.)
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account nonlinear effects) in a previous study [25] showed good agreement, too. It came as a surprise when comparing the experimental data of Ref. [25] to the predictions of Fermi’s golden rule (FGR)—which is not expected to be valid at high laser intensity—to find that this theory, too, even quantitatively agrees with experimental results. Here, it is shown that not only the total yield of photofragments, but also qualitative features of their energy distribution (i.e., the appearance of low kinetic energy photofragments) is predicted by FGR and thus cannot be taken as evidence for LIP. Only a quantitative analysis of the experimental data might reveal that the observed number of low-energy photofragments necessitates a new theoretical description.

We do not assert that FGR—under any circumstances—is the correct theory at high laser intensities. However, when investigating the photodissociation process as a function of laser intensity, in order to experimentally diagnose LIP that might play a role above a certain intensity, it seems obvious to start at low intensities, where FGR is a valid description, and look for deviations from the predictions of FGR at higher intensities. These deviations, signatures of LIP as observed in this study are in many other photodissociation experiments too of quantitative nature, and thus, need a quantitative analysis. If experiments as testing ground for theoretical predictions are taken seriously, it obviously would not be necessary to conclude that a “new” theory (here LIP) is valid—even if the experimental results are consistent with this theory—if these results were explicable in terms of an “old” theory (here FGR). The comparison of photodissociation yields with predictions of FGR on one hand and LIP on the other should be understood in this sense. Another intriguing feature of LIP, trapping in a light-induced potential well and thus, stabilization against dissociation in an intense field, will be at the center of future experimental studies using this molecular beam apparatus.

ACKNOWLEDGMENTS

We gratefully acknowledge technical assistance by W. Simon, K. Linner, and H. Brückner.

[8] E. Charron, A. Giusti-Suzor, and F. H. Mies, Phys. Rev. Lett. 71, 692 (1993). Here we restrict the discussion to methods using intense fields to control molecular dynamics. Another method, is, for example, control of molecular or atomic processes relying on the interference between different excitation paths, in weak fields, that lead to the same final state [see, for instance, P. Brunner and M. Shapiro, Sci. Am. 272, 34 (1995)].
[22] P. H. Bucksbaum, A. Zavriyev, H. G. Muller, and D. W. Schu...


[40] Christof Wunderlich (unpublished).

